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1. (10 pts) Answer the following questions.

(a) What is an orthogonal matrix?

Answer. An orthogonal matrix is a square matrix whose inverse is the same as its
transpose.

Alternatively, you can say that an orthogonal matrix is a square matrix whose columns
are orthonormal vectors.

(b) What is a classifier?

Answer. A classifier is a rule learned on labeled training data for predicting the labels
of previously unseen data.

(c) What is the difference between validation and test errors?

Answer. The main difference is that the validation error is evaluated on the training
data by using cross validation, while the test error corresponds to test data.

(d) Sketch as accurately as possible the decision boundary of 1NN based on the following
training data (2 classes):
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Its characteristic polynomial is det(ATA− λI) = (λ− 5
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)2, from which we obtain
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Putting everything together, we obtain the following full SVD of A:
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(b) Write down the compact SVD of A.
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(c) Compute (ATA)
1
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Answer. In part (a), we have obtained that (ATA)
1
2 = VΛVT with Λ = diag(4, 1) and

V shown above. Thus,

(ATA)
1
2 = VΛ1/2V

T
=

1√
2

(
1 1
1 −1

)(
2

1

)
1√
2

(
1 1
1 −1

)T
=

(
3
2

1
2

1
2

3
2

)

2



3. (12 pts) Assume a data set of 4 points (1, 1), (2, 4), (4, 2), (5, 5) in R2.

(a) Consider the projection of the data onto the line y = 3. How much variance is ex-
plained by the projections?

Answer. The projections in this case are 1, 2, 4, 5 (with mean (1 + 2 + 4 + 5)/4 = 3).
The amount of variance explained by them is (1−3)2 + (2−3)2 + (4−3)2 + (5−3)2 = 10.

(b) Find the first principal direction as well as the principal components of the data. How
much variance does this direction explain?

Answer. The mean of the data is (3, 3) from which we get the centered data

Ã =
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The covariance matrix is ATA =

(
10 6
6 10

)
, with characteristic polynomial (λ−10)2−62.

The largest eigenvalue is λ1 = 16, with associated eigenvector v1 = 1√
2
(1, 1)T (this is also

the first principal direction). The first principal component is

Ãv1 = [−2
√

2, 0, 0, 2
√

2],

and the amount of variance explained is 16.

(c) What is the coordinate of the projection of a new point (4, 3) onto the first principal
direction?

Answer.
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4. (12 pts) Consider a data set consisting of two classes:

• Class 1: (1,2), (2,3), (3, 4.3)

• Class 2: (2,1), (3,2), (4, 3.3)

(a) Find the between-class scatter matrix for the above given data.

Answer. The class means are m1 = (2, 3.1)T and m1 = (3, 2.1)T , from which we obtain
the following between-class scatter matrix

Sb = (m1 −m2)(m1 −m2)
T =
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(b) What is the distance between the projections of the two class centroids onto the di-
rection v = (0.6, 0.8)T ?

Answer. The distance is

√
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= 0.2.

Alternatively, we can first find the projected centrioids µ1 = vTm1 = 3.68 and µ2 =
vTm2 = 3.48, from which we get their distance |3.68− 3.48| = 0.2.

(c) How much variance does the first class have after being projected onto the direction
v = (1, 0)T ?

Answer. The projections of class 1 onto this direction are 1, 2, 3, and the amount of
variance explained by them is (1− 2)2 + (2− 2)2 + (3− 2)2 = 2.

Alternatively, we can start by computing
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5. (10 pts) Derive an explicit formula of the Bayes decision rule for a mixture model of two
1-dimensional normal distributions N(−1, 12) and N(3, 12), with sampling frequencies
π1 = 1

1+e
and π2 = e

1+e
respectively. What is the boundary point?

Answer. The Bayes decision rule is
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The boundary point is the solution of
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Simplifying the equation gives that
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from which we obtain the boundary point x = 3
4
.
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